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I. Research Objectives

The overall objective of this work is to study correlation and collective

modes for systems with quite localized valence or conduction bands. For these

systems one must consider the effects of localized excitations and collective

modes to understand large scale correlated states such as superconductivity

or the interaction of the system with optical or electronic probes. In

certain cases, such as for narrow-band insulators, one must consider these

effects to understand even ground state properties. In particular this research

has been concerned with localized electron-hole states and excitonic modes

and how they contribute with other excitations to the dynamical response of

the system.

The effect of strongly localized excitations on the superconducting proper-

ties of a material can be significant. We are most concerned with the effect

on the superconducting mechanism itself. For systems such as oxidized Cu or

CuCl, there are some experimental indications that the usual phonon-coupling

mechanism is augmented or even dominated by an exciton-coupling mechanism.

We have developed some models to describe the excitation structure in terms

of excitons alone and with these have studied local field effects on the

dynamical response. Our objective is to discover whether excitons can cause

an attractive response.

The effect of localized excitations on the response to optical or electronic

probes is known to be significant. Our exciton models have already successfully

explained the optical absorption due to intrinsic excitons in several materials.

Our objective here is to provide a detailed description of the effects of local

field corrections and umklapp scattering terms on the dielectric response of

t these materials. Using the same models to describe the collective modes,
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such as superconductivity, and dynamical properties of narrow band materials,

we can arrive at a consistent description of these systems.

Eventually the models we set up will lead to a clear picture of what

should be found in looking for a superconducting state in narrow band

materials. Our ultimate objective is to predict new systems which will have

optimized properties such as high superconducting transition temperatures. To

this end we are developing more detailed descriptions of our test systems to

give a full picture of the excitonic and other excitation structures. We can

build this valuable information in detail into our more flexible models and thus

improve our ability to predict behavior.
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II. Localization in Narrow Band Materials

A. General Background

The existence of localized valence bands and localized excitations in

narrow band materials renders the usual band-theoretic approach inadequate to

describe many properties in these systems. In some cases the usual methods

may suffice to describe typical properties of a material, but unexpected

new effects may exist which require a detailed description of the microscopic

environment of the electron or ion in order to be understood at all. This is

evidently the case for the excitonic mechanism of superconductivity in certain

narrow band systems. Sometimes even basic electronic properties such as whether

a material is an insulator or conductor are not correctly predicted by band

theory alone. This is the case for Mott insulators such as TiO which have such

narrow d-bands that electrons are restrained from hopping from atom to atom,

even though empty d-states are available. Here one must include the localized

repulsive interaction between an electron which already occupies an atomic

site and one which hops there to get the insulating state. Even some systems

which are well-described by the usual methods, such as band theory, may have

certain properties which require adding the effects of localization. One

example is the optical properties of Si whose electron energy distributions

and band gaps are well-described by band theory. Hanke and Sham1 have shown

that local field effects due to electron-hole interactions determine the

size and position of the main peak in the optical absorption spectrum.

The effects of excitons in many narrow band systems are well established.

Indeed for one system of interest in this research, Cu20, some of the earliest

and most extensive work on the optical absorption spectra of intrinsic excitons

2has been done. The kinetics and thermodynamics of excitons have been measured,
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and new states including electron-hole liquids and possibly even Bose-Einstein

condensations 3 have been observed. At high exciton densities it is predicted

that screening by near-by carriers ionizes the exciton gas into an electron-

hole plasma and a metal-insulator transition known as a Mott transition occurs.

Much work is being done to find this effect experimentally.

Superconductivity in narrow band systems and especially in d- and f-band

metals has some markedly different properties than in simple metals. Magnetic

and superconducting states, for example, can coexist in some materials. The

description of the properties of these materials has been a real challenge

for theorists, and in some cases a strong-coupling theory is needed in place of

the usual BCS equations. Certain transition metal compounds, especially A15-

type structures, have the highest known transition temperatures as well as

high critical fields.

From time to time researchers have searched for mechanisms besides the

basic phonon mechanism for obtaining superconductivity. The possibility of

discovering a superconductor with a significantly higher transition temperature

motivated their search. Plasmons and excitons in novel structures such as

layered metal-oxide-semiconductor systems or thin films have been suggested as

possible new superconducting states. Later, experimental studies of some of

these systems proved negative, and further theoretical calculations for others

indicated that the enhancement effect due to plasmon or exciton coupling would

be minor.

More recently some intriguing results have come to light which suggest

that the exciton mechanism, especially, may be active in certain narrow band

systems. Researchers have postulated that an excitonic-superconductivity

mechanism is responsible for observation of near-perfect diamagnetism in
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temperature-quenched CuCi and pressure-quenched CdS at temperatures up to

300°K.4 Quite recently Collins et al. 5 have presented calculations connecting

conductivity anomalies in CuCi and CdS with an excitonic superconductivity

mechanism based on the presence of impurities. This work shows that when the

X and r points are made nearly degenerate by hydrostatic pressure, there may

exist a region of attractive electron-electron interaction between electrons

in the conduction bands supplied by impurities. Calculations based on the

Eliashberg strong-coupling equations indicate that this exciton-coupled state

6may be superconducting. Measurements by Lockhart et al. have established the

existence of an anomalously weak electric field outside the surface of copper.

Below 4.5 K a phase transition occurs, and the electric field drops from the

expected value to near zero. The most likely explanation of the shielding is

that electrons couple with holes in the surface oxide formed and produce a

Bose consensate.7 It is also possible that this phase is superconducting.
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III. Tight-Binding Calculations of Electronic Response

In this section we discuss flexible and economical models we have developed

which are formulated in a way that effectively deals with narrow valence bands.

The work in this section is condensed from research papers which will be submitted

* shortly for publication.

A. Dielectric Screening Including Local Field Effects

We have recently developed a tight-binding formulation that enables one to

make a detailed investigation of diagonal and off-diagonal terms in the dynamical

screening of a narrow band system. The tight-binding approach is economical

and very much simpler than a calculation based on the full energy bands and

wavefunctions of the system. A matrix is necessary to describe the screening

1,8when local field effects are important. The difficulty in calculating the

inverse dielectric matrix for a range of momentum transfers and frequencies has

been the main obstacle to understanding the effect of local field terms.

The tight-binding formulation is based on a model developed by Prakash and

*9 10Joshi and extended by Hanke to the lattice dynamics of Pd and Ni. One assumes

that the band structure of the system is adequately described by a non-interacting

band model. Then one connects the high-symmetry points in the band structure

according to compatibility and which atomic ldvel they represent by symmetry (for

example r12 connects with L3 in FCC structures because both states represent dM 2 ).

The bands are then described as parabolas with an effective mass assigned to give

them the optimal shape. The Bloch states in the tight-binding formulation are

just
4 4.~,k~ -eik-Rz 1

V

where uV is the appropriate atomic wave function. Although these approximations

are fairly extreme, the model dielectric screening, when used in calculations of

the phonon dispersion for Pd and Ni, gives good results.
10

k ' i 
" "

' ' '1 - - " . . .. II ." . " * " I .. . . .
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The calculations of dielectric screening with this tight-binding approach

can be quite compact. For example, we may consider a two-band model where the

d subbands are tightly bound and the s subbands are free electron-like. In most

cases, the largest contribution to the dynamical inverse dielectric matrix comes

from the s-s and d-d jatraband transitions. For these terms the dynamical matrix

is

_1 4.1 1 + v(q+G) A(qtG) A* (q+G') 1(2)
C (qGq+GGw -) CGG (qG~) (qw 2A~+ v(qff)/,s(iir*w

where 9,6' and it are reciprocal lattice vectors. The function C O is just the

RPA dielectric function for the electron gas and gives the s-s contribution.

.- The coulomb interaction is

v(q) = 47re 2  (3)

0
where So is the unit cell volume and N is the number of unit cells. The term

N(j,W) is the d polarization and is written

-. (4)4.N~,W 4 m-E~dm' j) +1°+

,dm m,- --

If E(d.,t)uE O + h
2k2/2md, Eq.(4) is just the Lindhard formula and can be solved

* analytically. Note, however, that one could use a more accurate band structure

in Eq. (4) and find N( ,W) numerically. The overlap matrix element is

A(q) u dm u()e-iqr udm( )d' (5)

0

where in the tight-binding approximation we neglect overlaps between sites.

The terms N(j,w) and A(4) are in general matrices, but become single elements

in the case where we only consider inrn and R =R9'. Note, however, that in

the case of d- bands the matrices are in tie tight-binding basis and are small

for narrow bands. The quantity i..n, in 4.(9) can be calculated in a straight-
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10forward fashion as shown by Hanke.

The frequency-dependent inverse dielectric matrix in Eq.(2> is, a direct

generalization of Hanke's static result in Ref. 10. The complete 9-1 contains

bubble diagrams to all orders in the RPA and can be generalized to include

exchange effects via ladder diagrams. Thus one can treat the effects of plasmons

and exciton-like states in the bands with the same formalism. One can even

treat intrinsic excitons in the band gap as we will discuss below. With the

same model, we will be able to treat on an equal footing the most important

electronic effects contributing to the dielectric screening and to possible

superconducting effects.

When one adds interband terms, one replaces Eq. (2) by a matrix equation.

If only d-d interband terms are important, the matrix equation is a direct
-.

generalization of Eq. (2) but with a different polarization &(q,w) than the

intraband polarization. However, if d-s intraband terms are present, the

situation is more complicated. The dielectric d-s matrix is now given by

4...4E ds(q4+, 4G ; W) -

4.4-1 ds4.. -1 o ds(-)- -) -1 ds4.4 (6)
1 v( -G)Z.;. Nm (q+H,k;w)A (k+H-G)A (k+i)-G'(U' m m m

0

Here the overlap matrix element is

ds4.4. 11/24. i-~)4.
Am (k+H-G) 1 1 We u (r)ed(7)

where we assume that the s state is a plane wave. Since the summation over

is not contained in Nm as it is in the intraband case, we cannot evaluate C-1

by taking the inverse of matrices in the tight-binding basis. We must invert

C directly in the GG' basis. When all terms are included, this means we must

solve the equation
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C-1( ; [ - ss(8e ( ,+G ';, ) - Cdd(q+G,q'G';w)G, G as(8)

- ds(qG',q+G ;W) - C d(q+Gq+G ;W)] -  .

Moreover, since the summation over k in Eq.(6) includes the term s ds ds*

we cannot convert to a t integral which can be solved analytically even in

the effective mass approximation. We must do the summation over t in Eq.(6)

numerically. We shall discuss these issues further for the calculations on

CuCl in Sec. III. C.

B. Exchange Effects

We can extend Eq.(2) or Eq.(8) to include exchange effects. These effects

must be included if we are to study excitons and exciton-like states. The

simplest way to add exchange is to assume a local form for the exchange interaction

vM [l-f(o ]

The function f(4) accounts approximately for exchange processes between electrons

of parallel spins. In the Hubbard approximation it is

f ( , q 2 " 9

2(q2+k2 fs)

where kFs and kpd are the Fermi momenta of the s and d bands respectively. Now

* the terms CO and N- 1 in Eq.(2) become

1o ) - v(4) No(-,,W)

1 +f(q)v()N (,) ((10)

N-'(-q,w) N q fq)v(q) (11)

where No(q,w) is just the quantity in Eq.(4). On the other hand when d-s transitions

are important, it is convenient to write

ds (q+G,q+G';W) - [l-f(4] ds(+$,qt G';W)

where eds is given by Eq.(6) and

£- 1 (*+G, +G';w) -q 1 + (12)
L 1l-f(q)
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Calculations have shown that in some cases Eq.(9) gives reasonable results

10
for the exchange contribution , but in other cases it gives a significant

underestimate.1  In the work in Sec.III.C we have chosen to replace f(4) by

Cf( ) where C is an adjustable constant. We have chosen C such that we get

the correct fundamental exciton binding energy.

One can make a detailed investigation of the exchange effect. This will

be the purpose of our next calculation. In a generalization of Eq.(8), the

polarizability matrix including exchange is
1

_ q~, (q,w) + 1/2 vX( ). 13)

Now the neglect of overlaps between sites in A(q) makes the coulomb matrix

element

"A~~ 12 V(-ql+ ) 4 -1, (r") 12 V(-) 4.ZJA(q = cos q drd' IUdm u -') I Udm (P-R)12. (14)

Thus to the same degree of approximation, the exchange would be

v' , x (q)= dlrdri' JUdm(t-Rg) I v(_r-_r ' ) JUd,(r')1 (15)

where we have a diagonal matrix which is independent of q. Eqs. (13) and (15)

provide a more appropriate approximation for exchange when the system has narrow

bends and thus has certain large exchange matrix elements.

C. Calculations for CuCl

We have applied our tight-binding formulation to calculations of the dieletric

screening for CuCl. Recent experimental measurements of anomalously large

12-14
diamagnetism for samples under pressures from 5 to 25 kb and at temperatures

up to 240*K have stirred considerable interest in the possibility of high temperature

superconductivity in this material. Calculations of the valence and conduction
15-17

bands all indicate that CuCl is a direct gap semiconductor with a zincblende

structure and that it remains so under the pressures used in the experiments.

|*.1

|. . . . . . *,*
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Kunz and Weidman

3/6 1% contraction

Figure 1. Equilibrium energybands of CuCi.
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Thus, there is no evidence to support the "exciton dielectric" model of super-

18conductivity in CuCI proposed by Abrikosov which is based on the existence

under pressure of an indirect gap less than the e=xiton binding energy. However,

5Collins et al. have recently proposed another mechanism based on the presence

of impurity levels such as 0-- just below the conduction band edge. They

suggest that under pressure the X point moves down and that the 0-- levels

pressure-ionize to produce free carriers around the X point. The lowering of

the X point under pressure to a position degenerate with the r point is
15 5

supported by the calculations of Kunz and Weidman. Collins et al. then

show that an exciton-mediated high temperature super-conducting state can exist

assuming an appropriate exciton-electron interaction and density of free carriers.

Nobody, however, has addressed the fundamental question of whether the exciton-

mediated electron-electron interaction is attractive. This is the purpose

of the present calculations.
16

We have chosen the band structure of Zunger and Cohen as the starting

point for this calculation. The equilibrium valence band structure is divided

into three non-overlapping regions. The lowest VB1 band is 90% Cl 3s character

and is between 10 and 12eV from the predominantly (75%) Cl 3p VB2 band. In

this calculation we are only interested in the mostly Cu 3d VB3 band which is

3.5 eV above VB2. The VB3 band has a lower nearly dispersionless subband and

a higher subband 1.5 eV wide which contains 24% Cl 3p and 76% Cu 3d character

at the zone center. The magnitude of these orbital hybridizations agrees well

with experimentally-deduced values based oh exciton spin-orbit splitting

(25% Cl 3p)19 and other measurements. The lowest conduction band CB1 is mostly

Cu 4s at the zone center but has d-p character at X3 (3). The insert in Fig.1

15
shows the bands VB3 and CB1 in the calculation of Kunz and Weidman. Here a

1% lattice contraction has rendered the points ri and X3 nearly degenerate.

We have rendered the bands in Fig. 1 in the effective mass approximation
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N

Table I. Band structure parameters

lattice parameter 10.215 a.u.

crystal structure zincblende

effective masses (in units of m e):

m{r1 - (XX 2)} 20

m{rlS(2) - (X3 ,X5 )} 5.1

m{r 1 (2) - X1 (3)} 1.28

m{r15 (3) - x3 (3)} 1.2

energy levels at high symmetry points

(a.u):

r -.051
12

r15 (2) 0.0

r1 (2) .074

r (3) .342
15

xl(2),x 2  -. 041

X5(2) X3 (2) -.037

X3 (3) .185

X1 (3) .222

j

.- . -
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as discussed in See. III.A. For the VB3 bands we have used the r and X points

to determine the effective masses (see Prakash and Joshi for details3) and have

ignored the non-degeneracy at X in the two subbands. For the conduction bands

we have connected r1 5(3) to X3 (3) because these pairs are s-like and d-p-like

respectively,2 0 and we must connect points allowing the same symmetry when we

assume non-hybridized bands.3 The curvatures of the bands near X3 (3) and X1 (3)

suggest an avoided crossing of this type. The zone boundary at X is at .615

a.u. for CuCl; but because we are using a spherical approximation for the energy

bands, it is appropriate to use the Wigner-Seitz sphere radius to define the

Fermi momentum. This value is .605 a.u. All the band structure parameters are

given in Table I.

In Sec. III.A. we expressed the valence bands in terms of d atomic wavefunctions

and the s-like conduction bands in terms of plane waves. Here we wish to take

into account also the p character of the valence band. We can do this by allowing

the valence bands to be Cu 3d- Cl 3p bonding states and the r1 5 (3)-X 3 (3) conduction

band to be a Cu 3d-Cl 3p anti-bonding state. This hybridization is allowed because

both r15 and X3 can have d-p character. We use a mixing of 75% Cu and 25% Cl for

the bonding state and 25% Cu and 75% Cl for the anti-bonding state. Besides being

consistent with the experiment, this result is in agreement with calculations

17
at r15 . For the atomic Cu 3d levels we choose the wavefunction obtained by

21 22Wachters, and for the C1 3p levels we use the wavefunctions of Veillard.

The wavefunctions representing the different bands should all be mutually

orthogonal. This is an important property related to the finit6 value of

*(q,q,w) as q-O for a semiconductor. We can see from Eq.(6) that e(0,O,w) has

an infinite factor.v(O). However, the overlap A(q) in Eq.(5) between orthogonal

states m and m' is zero at q-O. The result is that the term in Eq.(6) vanishes.

On the other haitd, a metal has intraband transitions so that A(0) does not

vanish in those cases, and E(O,0;O) takes on an infinite value which expresses

perfect static screening. Our bonding and antibonding d-p states are automatically

*~h * * * * -A



Table II. Comparison between e wihGn

without d-s orthogonality correction at q-.06 a.u.

G e with e without
orthog. orthog.

000 1.0003 206.7976

ill 1.3053 1.7212

200 1.2251 1. 5528

220 1.0926 1.2007

311 1.0755 1.1422

222 1.0643 1.1134

400 1.0441 1.0745

331 1.0369 1.0551

420 1.0281 1.0410

422 1.0221 1.0310

333 1.0201 1.0256

511 1.0216 1.0287

440 1.0135 1.0170

531 1.0128 1.0155

442 1.0106 1.0125

600 1.0111 1.0133
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0.8 I

Ps

D-S

z

rz

-0.4
0.0 4.0 8.0 120 16.0 20.0

QIN A.U.
Figure 2. The overlap function Ads(q) and A (q). The orthog-

onality correction is not included.
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orthogonal. However, we must orthogonalize the plane wave states to the atomic

9d and p states. Prakash and Joshi did not do this and thus grossly overestimated

the contribution of d-s transitions to & at small q. For a comparison of

calculations of e with and without d-s orthogonality, we tabulate in Table II

some diagonal results for q-.0 6 a.u., w-0 and various G values.

The size of the overlap terms A(4) determine the strength of the d-s, p-s

and so on contributions to C. In Fig. 2 we compare the d-s and p-s overlap

results as a function of q. We see that the d-s overlap falls off gradually due

to the localization of the d state. The p-s overlap peaks earlier and falls

off much more rapidly since the p state is less localized. The p-s result is

also a good deal larger in magnitude at the peak than the d-s result. Even

though the p mixing coefficient is less than the d coefficient in the d-p

bonding state, the p-s term contributes significantly to . When totalled,

the resulting contribution to e from the valence to s band transition is greater

than from the bonding to antibonding transition. This is a bit surprising since

one might at first glance expect d-d interband transitions to dominate. As a

consequence of this result, we cannot use the matrix equivalent of Eq.(2) to

find E- 1 but must rather use Eq. (8) with the d-p replacing d in all transitions.

Fortunately, we do not have to consider a very large matrix in G' due to the

rapid falloff of the ds-p overlap and also v(4+f).

We adjust the exchange parameter C to fit the empirical exciton binding

energy as discussed in Sec. III.B. The binding energy is .38 eV so that the

Pole in C- 1 must occur at .38 eV below the conduction band edge. The pole corresponds

to the zero of det Cc] as discussed in Sec.IV.A. A value of C-3.6561 gives a pole

at the appropriate binding energy. This is a good deal greater than the value of

C-1 appropriate to the interacting electron gas. It is, however, consistent with

10the result of Hanke , who found that the unadjusted Hubbard exchange factor did

not give an optical absorption spectrum with the continuum exciton peak shifted

toward the threshhold as was seen experimentally. A value of C greater than

, 
I ; ! i

-'"- - -... . " - - - - ... .L . . -= - - - : . . . = . ', - : .... . . ......
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A

600.0

400.0

G=O00O

,-G=111

200.0 
-

rz

( 0.0

-200.C

-400.C

0.0

ENERGY IN A.U.
Figure 3. ReVse (q+G,w)} at q-.25 a.u. for G-000, 111 and 200. The

vector q is in the 100 direction.
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one would have shifted the exciton peak to lower energies.

Some of our results for the dynamical screening are shown in Fig. 3-5. The

exciton pole occurs at w-.06 a.u. above the top of the valence band and thus we

explore excitation energies in this region. It is most informative to look at

the screened interaction since this is the quantity that enters into the

superconducting equations. The screened interaction is given by

Vs (jl.w,) - , .C (q..G.,q-t.' ;o)v(q+C ) .(16)
se G'

In Fig. 3 we give the real part of the screened interaction at q-.2 5 a.u. for

-000,111 and 200. The results for G-000 are repulsive at all frequencies,

but the other results are attractive below the exciton pole and repulsive above

it. Since the exciton pole is in the band gap, the attractive region of the Vsc

is real. These results show the importance of the exciton pole in determining

the region of attractive interaction. To explore further the q-dependence of

Vsc, we present in Fig.4 a calculation at co-.04 a.u. We see that at q-00,

Vsc has a positive pole. This effect is due to the lack of perfect screening

in semiconductors and insulators discussed above. The effect of this pole on

any superconducting state would be disastrous, and screening the pole is one

reason why free carriers in the conduction band are necessary. However,

23
Inkson and Anderson show that the screening is not enough to enhance

superconductivity in the case of a Si layer on a metal. The issue of whether

free carrier screening will remove the repulsive pole in Vsc for a system like

CuClwhich has stronger exciton effects than Si, is critical and one that we

shall address in our next calculations. As a final calculation, we show in

Fig. 5 the frequency dependence of the real part of Vsc at q-. 2 5 a.u. and G-111

with and without local field effects. The local field effects are the

differences between Vsc calculated by inverting the matrix C and calculated by

q'*1

,.%
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a positive pole at q-0O.
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using just the reciprocals of the diagonal elements of E. We see that the

effects are quite significant.

In summary, we have presented a calculation of CuCl which shows that the

d-like valence band to s-like conduction band transitions are impoztant, that

p admixtures in the valence bands affect these transitions significantly, and

that orthogonalization of the conduction bands with respect to the valence states

is necessary. We find that the correct location of the exciton pole is essential

to describing the frequency dependence of Vsc. Our next step is to include free

5
carriers, as from the model of Collins et al, and to assess the screening of

the repulsive pole at Vsc(=0). It would also be interesting to look aXthe
-4,

dispersion and strength of the exciton pole as we vary q. We also must test

our exchange approximation with calculations of other properties, such as optical

constants, and by comparing with more exact expressions such as in Eq.(15).
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